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Abstract

In three-dimensional de Sitter spaceS3
1 and anti-de Sitter spaceH 3

1 , we generalize the classical
Bäcklund theorem. Moreover, we obtain explicit forms of Bäcklund transformations (BTs) in the
Tchebyshev coordinates and investigate the relation of loop group actions and BTs inS3

1.
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1. Introduction

The classical Bäcklund theorem[1,2] studies the transformation of surfaces with constant
negative curvature in the Euclidean spaceE3 by realizing them as the focal surfaces of a
pseudo-spherical line congruence. The integrability theorem says that we can construct a
new surface inE3 with constant negative curvature from a given one by using the Bäcklund
transformation (BT in brief).

With the development of the integrable system theory, BT has become an important
method to find the solutions of integrable equations, specially soliton equations (see[11–17]).
At the same time the geometricians also pay attention to the generalization and development
of geometrical content of the Bäcklund theorem[2–9]. In [2], Chern and Terng introduced
W -congruence and discussed BT between affine minimal surfaces in affine geometry. In
[6] Antonowicz presented an analytic form of the affine BT and constructed some new
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affine minimal surfaces inA3. In [3–5], Tenenblat and Terng considered the generalization
of Bäcklund theorem in high dimensional space forms and generalized the sine-Gordon
equation and wave equation. In[16,17], the relation of BTs and loop group actions was
studied. In Lorentzian space forms, the analogue of Bäcklund theorem was considered in
R2,1 (see[7–13,18]). It is not clear in the three-dimensional de Sitter spaceS3

1 and anti-de
Sitter spaceH 3

1 which are important spaces in physics and used as cosmological models in
general relativity. To study, it is an interesting thing both in geometry and in physics.

The aim of this paper is to study the BTs of constant curved surfaces inS3
1 andH 3

1 . Firstly,
we discuss the Bäcklund congruences (BCs in brief) between surface in bothS3

1 andH 3
1 .

Since there are time-like and space-like surfaces in our scope (according to induced metrics
are either Riemannian or Lorentzian), and the BCs may be either space-like or time-like,
we should separate the BCs into following cases:

1. space-like BC between time-like surface and space-like surface withK = 1 − ρ2,
2. space-like BC between space-like surface and space-like surface withK = 1 + ρ2,
3. space-like BC between time-like surface and time-like surface withK = 1 + ρ2,
4. time-like BC between time-like surface and time-like surface withK = 1 + ρ2,

whereK is the Gaussian curvature of surface andρ > 0 is a constant.
By using Tchebyshev coordinates for constant curved surfaces (Lemmas 3.7 and 3.8),

when the ambient space isS3
1, the Gauss–Codazzi equations of the surfaces are the following:

1. sine-Laplace equation

αxx + αyy = (ρ2 − 1) sinα, (1.1)

and sinh-Laplace equation

αxx + αyy = (ρ2 − 1) sinhα, (1.2)

2. sine-Gordon equation

αxx − αyy = −(ρ2 + 1) sinα, (1.3)

and sinh-Gordon equation

αxx − αyy = −(ρ2 + 1) sinhα, (1.4)

3. cosh-Gordon equation

αxy + (ρ2 + 1) coshα = 0. (1.5)

The corresponding BTs of BCs(1.2)–(1.4)are similar to the classical BT, but the corre-
sponding BT of BC 1 is a transformation between solutions of sine-Laplace equation and
sinh-Laplace equation in general, and which includes the BT between solutions of Laplace
equation whenρ = 1.

The paper is organized as follows: inSection 2we firstly review the moving frame method
for immersed surfaces inS3

1. Afterwards we generalize the classical Bäcklund theorem in
S3

1 and give the four kinds of BCs. InSection 3we give the explicit forms of BTs in
the Tchebyshev coordinate inS3

1. In Sections 4 and 5we shall discuss the relation of loop
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group actions and BTs inS3
1. In Section 6, we study the parallel results such as the Bäcklund

theorems, inH 3
1 . Throughout this paper, we use the summation convention. We assume that

τ, l ∈ (0, π) andρ > 0 are constants andM denotes an immersion without umbilic point
in S3

1 (orH 3
1 ).

2. The frame method for surfaces and Bäcklund theorems inS3
1

Let L4 denote the four-dimensional Minkowski space endowed with linear coordi-
nates (X0, X1, X2, X3) and the scalar product〈 , 〉 given by−X2

0 + X2
1 + X2

2 + X2
3. The

three-dimensional de Sitter spaceS3
1 of constant sectional curvature 1 is defined as the

following hyper-quadric inL4

S3
1 = {X ∈ L4|〈X,X〉 = 1}.

LetM be a simply connected domain andf : M → S3
1 ⊂ L4 an immersion, we choose

a local orthonormal frame{e0, e1, e2, e3} such thate0 = f and〈e0, e0〉 = 1, wheree1, e2
are tangent vectors ande3 is normal toM in S3

1. Supposee3 is either space-like or time-like
vector. Define the dual coframe{ω1, ω2} of {e1, e2} by ωi(ej ) = δij (i, j = 1,2), then the
fundamental equations ofM are

de0 = df = ωiei, de1 = −ε1ω
1e0 + ω2

1e2 + ω3
1e3 εiω

j
i + εjω

i
j = 0,

de2 = −ε2ω
2e0 + ω1

2e1 + ω3
2e3 (1 ≤ i ≤ 2,1 ≤ j ≤ 3), de3 = ωi

3ei, (2.1)

whereω2
1 is the connection 1-form,ω3

1 andω3
2 are the second fundamental form of the

immersion, andεj = 〈ej , ej 〉 = 1 or −1 (1 ≤ j ≤ 3) according to whetherej is either
space-like or time-like.

From d2ej = 0 (0 ≤ j ≤ 3), one can obtain the structural equations:

dω1 = ω2 ∧ ω1
2, dω2 = ω1 ∧ ω2

1, ε1ω
1
3 ∧ ω1 + ε2ω

2
3 ∧ ω2 = 0, (2.2)

and

dω2
1 = −ε1ω

1 ∧ ω2 + ω3
1 ∧ ω2

3 (Gauss equation) (2.3)

dω1
3 + ω1

2 ∧ ω2
3 = 0, dω2

3 + ω2
1 ∧ ω1

3 = 0 (Codazzi equation) (2.4)

The two fundamental forms ofM are

I = ε1(ω
1)2 + ε2(ω

2)2, II = −〈df, e3〉 = −ε1ω
1ω1

3 − ε2ω
2ω2

3. (2.5)

The eigenvaluesk1 andk2 of theII · I−1 are called the principal curvatures ofM.
If e3 is time-like, the surface is called space-like surface. In this caseε1 = ε2 = −ε3 = 1,

and we have

ω2
1 + ω1

2 = 0, ω3
1 = ω1

3, ω3
2 = ω2

3. (2.6)
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If e3 is space-like, the surface is called time-like surface and we may choose〈e2, e2〉 =
−1. Thenε1 = −ε2 = ε3 = 1 and

ω2
1 = ω1

2, ω3
1 + ω1

3 = 0, ω3
2 = ω2

3. (2.7)

From(2.2), we get for both space-like and time-like surfaces

ω1 ∧ ω3
1 + ω2 ∧ ω3

2 = 0. (2.8)

By Cartan’s lemma, one may setω3
j = hijω

i , hij = hji (1 ≤ i, j ≤ 2). Then for the surface

(either space-like or time-like) the Gaussian curvature is defined by dω2
1 = −ε1Kω1 ∧ω2,

and the Gauss equation can be rewritten as

K = 1 − det(hij ). (2.9)

It is easily verified that for space-like surfaceK = −k1k2, for time-like surfaceK = k1k2.
Naturally, as a generalization of classical pseudo-spherical line congruence, we introduce

four kinds of BCs inS3
1 (orH 3

1 ). In the following, “line” means geodesic of target spaceS3
1

(orH 3
1 ).

Definition 2.1. A line congruence between two surfacesM andM∗ in S3
1 (or H 3

1 ) is a
diffeomorphisml : M → M∗ such that for eachP ∈ M, the line joiningP andP ∗ = l(P )

is a common tangent line forM andM∗. The line congruencel is called a space-like
Bäcklund congruence (SBC in brief) (or time-like Bäcklund congruence (TBC in brief)) if

(i) the length of line segmentPP∗ = l is a non-zero constant independent ofP ,
(ii) the tangent vector of linePP∗ is space-like (or time-like) vector,

(iii) 〈nP , n∗
P 〉 = c is a non-zero constant independent ofP , wherenP andn∗

P are normal
toM andM∗, respectively.

In fact the above BCs inS3
1 could be separated into the following four cases:

(1) SBCl1 between time-like surface and space-like surface,
(2) SBCl2 between space-like surface and space-like surface,
(3) SBCl3 between time-like surface and time-like surface,
(4) TBC l4 between time-like surface and time-like surface.

Now we discuss an analogue of classical Bäcklund theorem inS3
1.

Theorem 2.2. Let M andM∗ be two immersed surfaces inS3
1. Let li : M → M∗ (1 ≤

i ≤ 4) be one of the above BCs as inDefinition 2.1. Then M andM∗ have the same
constant Gaussian curvature K, where in(1)K = 1− ( cosh2τ/ sin2l) andc = sinhτ ; (2)
K = 1+( sinh2τ/ sin2l) andc = − coshτ ; (3)K = 1+( sinh2τ/ sin2l) andc = coshτ ;
and(4)K = 1 + ( sin2τ/ sinh2l) andc = cosτ .

Proof.

Case 1.Let e0 : M → S3
1 ande∗

0 : M∗ → S3
1 be immersed time-like and space-like

surfaces, respectively. By the definition, lete1 (or e∗
1) be the space-like unit tangent vector

field ofM (orM∗) which is tangent of line congruencel1, then there exist local orthonormal
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frames{ei} and{e∗
i } (0 ≤ i ≤ 3) ofM andM∗, respectively, such that

SBC l1 :




e∗
0 = cosle0 + sin le1

e∗
1 = − sin le0 + cosle1

e∗
2 = sinhτe2 + coshτe3

e∗
3 = coshτe2 + sinhτe3,

(2.10)

where〈e1, e1〉 = −〈e2, e2〉 = 〈e3, e3〉 = 1, and〈e∗
1, e

∗
1〉 = 〈e∗

2, e
∗
2〉 = −〈e∗

3, e
∗
3〉 = 1.

Taking the exterior derivative ofe∗
0, we get

de∗
0 = −ω1 sin le0 + ω1 cosle1 + (ω2 cosl + ω2

1 sinl)e2 + ω3
1 sin le3. (2.11)

On the other hand, letting{ω∗1, ω∗2} be the dual coframe of{e∗
1, e

∗
2}, we have

de∗
0 = ω∗1e∗

1 + ω∗2e∗
2

= −ω∗1 sin le0 + ω∗1 cosle1 + ω∗2 sinhτe2 + ω∗2 coshτe3. (2.12)

Comparing coefficients ofe1, e2, e3 in (2.11) and (2.12), we have

ω∗1 = ω1, ω∗2 sinhτ = ω2 cosl + ω2
1 sinl, ω∗2 coshτ = ω3

1 sinl. (2.13)

This gives

ω2 cosl + ω2
1 sinl = ω3

1 sinl tanhτ. (2.14)

By using(2.10), we have

ω∗3
1 = −〈e∗

3,de∗
1〉 = − coshτ

sinl
ω2, ω∗3

2 = −〈e∗
3,de∗

2〉 = ω3
2. (2.15)

By (2.15), (2.8) and (2.13), we have

ω∗3
1 ∧ ω∗3

2 = − coshτ

sinl
ω2 ∧ ω3

2 = coshτ

sinl
ω1 ∧ ω3

1 = cosh2τ

sin2l
ω∗1 ∧ ω∗2.

Now the Gaussequation (2.4)implies thatK∗ = 1 − ( cosh2τ/ sin2l). Note that

e0 = cosle∗
0 − sin le∗

1.

By a similar calculation, we know thatM also has Gaussian curvatureK = 1− ( cosh2τ/

sin2l). This proves the first case of the theorem.

Analogous withCase 1, we may proveCases 2 and 3. Here we need to notice that the
corresponding orthonormal frames are the following:

Case 2.

SBC l2 :




e∗
0 = cosle0 + sin le1

e∗
1 = − sin le0 + cosle1

e∗
2 = coshτe2 + sinhτe3

e∗
3 = sinhτe2 + coshτe3,

(2.16)

where〈e1, e1〉 = 〈e2, e2〉 = −〈e3, e3〉 = 1, and〈e∗
1, e

∗
1〉 = 〈e∗

2, e
∗
2〉 = −〈e∗

3, e
∗
3〉 = 1.
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Case 3.

SBC l3 :




e∗
0 = cosle0 + sin le1

e∗
1 = − sin le0 + cosle1

e∗
2 = coshτe2 + sinhτe3

e∗
3 = sinhτe2 + coshτe3,

(2.17)

where〈e1, e1〉 = −〈e2, e2〉 = 〈e3, e3〉 = 1, and〈e∗
1, e

∗
1〉 = −〈e∗

2, e
∗
2〉 = 〈e∗

3, e
∗
3〉 = 1.

Case 4.Let e0 : M → S3
1 ande∗

0 : M∗ → S3
1 be two immersed time-like surfaces. Let

e2 (or e∗
2) be the time-like unit tangent vector field ofM (or M∗) which is tangent of line

congruencel4, then there exist local orthonormal frames{ei} and{e∗
i } (0 ≤ i ≤ 3) of M

andM∗, respectively, such that

TBC l4 :




e∗
0 = coshle0 + sinhle2

e∗
1 = cosτe1 + sinτe3

e∗
2 = sinhle0 + coshle2

e∗
3 = − sinτe1 + cosτe3,

(2.18)

where〈e1, e1〉 = −〈e2, e2〉 = 〈e3, e3〉 = 1, and〈e∗
1, e

∗
1〉 = −〈e∗

2, e
∗
2〉 = 〈e∗

3, e
∗
3〉 = 1.

Taking the exterior derivative of(2.18)we have

ω∗2 = ω2, ω∗1 cosτ = ω1 coshl + ω1
2 sinhl, ω∗1 sinτ = ω3

2 sinhl, (2.19)

and

ω1 coshl + ω1
2 sinhl = ω3

2 sinhl cotτ. (2.20)

By using(2.18) and (2.19), we have

ω∗3
1 = 〈e∗

3,de∗
1〉 = ω3

1, ω∗3
2 = 〈e∗

3,de∗
2〉 = sinτ

sinhl
ω1. (2.21)

Then

ω∗3
1 ∧ ω∗3

2 = sinτ

sinhl
ω3

1 ∧ ω1 = sinτ

sinhl
ω2 ∧ ω3

2 = − sin2τ

sinh2l
ω∗1 ∧ ω∗2.

SoK∗ = 1 + ( sin2τ/ sinh2l). Similarly, we haveK = 1 + ( sin2τ/ sinh2l).

3. BTs in S3
1

3.1. BTs for surfaces inS3
1

In this section, we shall discuss BTs, i.e., the existence of BCs. From the proof of
Theorem 2.2, we know the existence of BCs is equivalent to the existence of space-like
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unit vector fielde1. Let e0 : M → S3
1 be an immersed time-like surface. From (2.14) we

consider the following differential system of space-like unit vector fielde1 in Case 1

〈de0, e2〉 cosl + 〈de1, e2〉 sinl + 〈de1, e3〉 sinl tanhτ = 0.

Denote

η = ω3
1 sinl tanhτ − ω2 cosl − ω2

1 sinl.

Then the existence ofe1 is equivalent to thatη = 0 is completely integrable. Since

dη = ω2
1 ∧ ω3

2 sinl tanhτ − ω1 ∧ ω2
1 cosl − dω2

1 sinl

= sinl

cosh2τ

(
K − 1 + cosh2τ

sin2l

)
ω1 ∧ ω2 mod η.

Hence dη ≡ 0 ( modη) if and only ifK = 1−( cosh2τ/ sin2l). By the Frobenius theorem,
we have

Theorem 3.1. Suppose M is an immersed time-like surface withK = 1− ( cosh2τ/ sin2l)

in S3
1. Given any unit space-like vectorv0 ∈ Tp0M, p0 ∈ M, which is not a principal

direction. Then there exist a unique space-like surfaceM∗ with K and the above SBCl1
such thatl1(p0) = coslp0 + sin lv0.

Definition 3.2. Eq. (2.14), ω2 cosl + ω2
1 sinl = ω3

1 sinl tanhτ , is called the BT between
time-like surface and space-like surface inS3

1.

Similar toCase 1, we also have the following existence theorems to the other cases.

Theorem 3.3. Suppose M is an immersed space-like(or time-like) surface withK =
1 + ( sinh2τ/ sin2l) in S3

1. Given any unit space-like vectorv0 ∈ Tp0M, p0 ∈ M, which
is not a principal direction. Then there exist a unique space-like(or time-like) surfaceM∗
with K and the above SBCl2 (or l3) such thatl2(p0) (or l3(p0)) = coslp0 + sin lv0.

Definition 3.4. The equation

ω2 cosl + ω2
1 sinl = ω3

1 sinl cothτ (3.1)

is called the BT of between space-like (or time-like) surfaces inS3
1.

Theorem 3.5. Suppose M is an immersed time-like surface withK = 1+ ( sin2τ/ sinh2l)

in S3
1. Given any unit time-like vectorv0 ∈ Tp0M, p0 ∈ M, which is not a principal

direction. Then there exist a unique time-like surfaceM∗ with K and the above TBCl4 such
that l4(p0) = coshlp0 + sinhlv0.

Definition 3.6. Eq. (2.20), ω1 coshl + ω1
2 sinhl = ω3

2 sinhl cotτ , is called the BT of
between time-like surfaces inS3

1.
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3.2. BTs in the Tchebyshev coordinates

In the following, we give the explicit forms of BTs in the Tchebyshev coordinates. In
S3

1 we may set up the Tchebyshev coordinates for surfaces analogous with them inR2,1

[19,20].

Lemma 3.7. Suppose M is an immersed surfaces ofS3
1 with constant curvatureK = 1+ρ2,

whereρ > 0 is a constant.

(1) If M is space-like, then there exists a local coordinate system(x, y) such that

I = cos2α

2
dx2 + sin2α

2
dy2, II = −ρ cos

α

2
sin

α

2
(dx2 − dy2), (3.2)

andα satisfies the equation

αxx − αyy = −(1 + ρ2) sinα. (3.3)

(2) If M is time-like and the principal curvaturesk1 and k2 are real, then there exists a
local coordinate system(x, y) such that

I = cosh2α

2
dx2 − sinh2α

2
dy2, II = ρ cosh

α

2
sinh

α

2
(dx2 − dy2), (3.4)

andα satisfies the equation

αxx − αyy = −(1 + ρ2) sinhα. (3.5)

(3) If M is time-like and the principal curvaturesk1 andk2 are imaginary, then there exists
a local coordinate system(x, y) such that

I = dx2 + 2 sinhα dx dy − dy2, II = 2ρ coshα dx dy, (3.6)

andα satisfies the equation

αxy + (1 + ρ2) coshα = 0. (3.7)

With time-like surfaces of positive curvature, an important case for which the principal
curvatures are imaginary, is often missed in some previous papers on BT. In recent paper
[20], the case has been taken up and studied in detail inR2,1.

Lemma 3.8. Suppose M is an immersed surface ofS3
1 with constant curvatureK = 1−ρ2,

whereρ > 0 is a constant.

(1) If M is space-like, then there exists a local coordinate system(x, y) such that

I = cosh2α

2
dx2 + sinh2α

2
dy2, II = −ρ cosh

α

2
sinh

α

2
(dx2+dy2), (3.8)

andα satisfies the equation

αxx + αyy = (ρ2 − 1) sinhα. (3.9)
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(2) If M is time-like, then there exists a local coordinate system(x, y) such that

I = cos2α

2
dx2 − sin2α

2
dy2, II = ρ cos

α

2
sin

α

2
(dx2 + dy2), (3.10)

andα satisfies the equation

αxx + αyy = (ρ2 − 1) sinα. (3.11)

Now we shall consider the explicit forms of BTs, i.e.,Eqs. (2.14), (2.20) and (3.1)in the
Tchebyshev coordinates.

Theorem 3.9. Let M andM∗ be immersed time-like surface and space-like surface, re-
spectively inS3

1. Let l1 : M → M∗ be the above SBCl1. Then

(1) The Tchebyshev coordinates of M andM∗ correspond underl1,
(2) The BT between Eqs.(3.9)and(3.11)is

1

2
sinl(αx − α̃y) = cosl cos

α̃

2
sinh

α

2
+ sinhτ sin

α̃

2
cosh

α

2
,

1

2
sinl(αy + α̃x) = − cosl sin

α̃

2
cosh

α

2
+ sinhτ cos

α̃

2
sinh

α

2
, (3.12)

whereρ = coshτ/ sinl, α andα̃ satisfy Eqs.(3.9)and(3.11), respectively.

Proof. Supposee0 = f : M → S3
1 is an immersed time-like surface withK = 1 −

( cosh2τ/ sin2l) covered by the Tchebyshev coordinate(x, y). By Lemma 3.8, we may
choose the right orthonormal frame field{e0, h1, h2, e3}, whereh1 = (1/ cosα̃2 )(∂/∂x),

h2 = (1/ sin α̃
2 )(∂/∂y) and〈h1, h1〉 = 1, 〈h2, h2〉 = −1. Let {η1, η2} be the dual coframe

of {h1, h2}, andηji be the corresponding connection 1-forms. Then we have

η1 = cos
α̃

2
dx, η2 = sin

α̃

2
dy, η2

1 = 1
2(−α̃y dx + α̃x dy),

η3
1 = ρ sin

α̃

2
dx = −η1

3, η3
2 = ρ cos

α̃

2
dy = η2

3,

whereρ = coshτ/ sinl is a constant.
Use the same notation in the proof ofTheorem 2.2and suppose

e1 = cosh
α

2
h1 + sinh

α

2
h2, e2 = sinh

α

2
h1 + cosh

α

2
h2, (3.13)

wheree1 is the SBC direction. By a direct calculation, we have

ω1 = cosh
α

2
cos

α̃

2
dx + sinh

α

2
sin

α̃

2
dy,

ω2 = − sinh
α

2
cos

α̃

2
dx − cosh

α

2
sin

α̃

2
dy, ω2

1 = η2
1 + 1

2 dα,

ω3
1 = ρ

(
cosh

α

2
sin

α̃

2
dx − sinh

α

2
cos

α̃

2
dy

)
,

ω3
2 = ρ

(
sinh

α

2
sin

α̃

2
dx − cosh

α

2
cos

α̃

2
dy

)
. (3.14)
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Using(2.13), the fundamental forms ofM∗ are

I ∗ = (ω∗1)2 + (ω∗2)2 = (ω1)2 +
(

sinl

coshτ
ω3

1

)2

= cosh2α

2
dx2 + sinh2α

2
dy2,

II∗ = −ω∗1ω∗3
1 − ω∗2ω∗3

2 = coshτ

sinl
ω1ω2 − sinl

coshτ
ω3

1ω
3
2

= −ρ cosh
α

2
sinh

α

2
(dx2 + dy2).

By Lemma 3.8, we know (1) holds. Substituting(3.14)in (2.14), comparing the coefficients
of dx,dy in (2.14), we get the BT(3.12). �

Similarly to the other cases, we also have the following theorems:

Theorem 3.10. Let M andM∗ be two immersed space-like surfaces inS3
1.Letl2 : M → M∗

be the above SBCl2. Then

(1) The Tchebyshev coordinates of M andM∗ correspond underl2,
(2) The BT between Eqs.(3.3)and(3.3) is

1

2
sinl(α̃x + αy) = cosl cos

α

2
sin

α̃

2
+ coshτ sin

α

2
cos

α̃

2
,

1

2
sinl(α̃y + αx) = − cosl sin

α

2
cos

α̃

2
− coshτ cos

α

2
sin

α̃

2
, (3.15)

whereρ = sinhτ/ sinl, α andα̃ satisfy Eq.(3.3).

Theorem 3.11. Let M andM∗ be two immersed time-like surfaces with real principal
curvatures inS3

1. Let l3 : M → M∗ be the above SBCl3. Then

(1) The Tchebyshev coordinates of M andM∗ correspond underl3,
(2) The BT between Eqs.(3.5)and(3.5) is

1

2
sinl(α̃x + αy) = cosl cosh

α

2
sinh

α̃

2
+ coshτ sinh

α

2
cosh

α̃

2
,

1

2
sinl(α̃y + αx) = − cosl sinh

α

2
cosh

α̃

2
− coshτ cosh

α

2
sinh

α̃

2
, (3.16)

whereρ = sinhτ/ sinl, α andα̃ satisfy Eq.(3.5).

Theorem 3.12. Let M andM∗ be two immersed time-like surfaces with real principal
curvatures inS3

1. Let l4 : M → M∗ be the above TBCl4. Then

(1) The Tchebyshev coordinates of M andM∗ correspond underl4.
(2) The BT between Eqs.(3.5)and(3.5) is

1

2
sinhl(αx + α̃y) = coshl cosh

α

2
sinh

α̃

2
+ cosτ sinh

α

2
cosh

α̃

2
,

1

2
sinhl(αy + α̃x) = − coshl sinh

α

2
cosh

α̃

2
− cosτ cosh

α

2
sinh

α̃

2
, (3.17)

whereρ = sinτ/ sinhl, α andα̃ satisfy Eq.(3.5).
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Now we discuss the BT between time-like surfaces of positive constant curvature and
imaginary principal curvatures inS3

1.

Theorem 3.13. Let M andM∗ be two immersed time-like surfaces with imaginary principal
curvatures inS3

1. Let l3 : M → M∗ be the above TBCl3. Then

(1) The Tchebyshev coordinates of M andM∗ correspond underl3.
(2) The BT between Eqs.(3.7)and(3.7) is

αx + α̃x

2
= coshτ + cosl

sinl
sinh

α − α̃

2
,

αy − α̃y

2
= cosl − coshτ

sinl
cosh

α + α̃

2
, (3.18)

whereρ = sinhτ/ sinl, α andα̃ satisfy Eq.(3.7).

Theorem 3.14. Let M andM∗ be two immersed time-like surfaces with imaginary principal
curvatures inS3

1. Let l3 : M → M∗ be the above TBCl4. Then

(1) The Tchebyshev coordinates of M andM∗ correspond underl4,
(2) The BT between Eqs.(3.7)and(3.7) is

αx − α̃x

2
= cosτ − coshl

sinhl
cosh

α + α̃

2
,

αy + α̃y

2
= coshl + cosτ

sinhl
sinh

α − α̃

2
, (3.19)

whereρ = sinτ/ sinhl, α andα̃ satisfy Eq.(3.7).

Proof. Supposee0 = f : M → S3
1 is an immersed time-like surface withK = 1 +

( sin2τ/ sinh2l) covered by the Tchebyshev coordinate(x, y). By Lemma 3.7, we may
choose the right orthonormal frame field{e0, h1, h2, e3}, where〈h1, h1〉 = 1, 〈h2, h2〉 =
−1. Let {η1, η2} be the dual coframe of{h1, h2}, andηji be the corresponding connection
1-forms. Then we have

η1 = dx + sinhα̃ dy, η2 = coshα̃ dy, η2
1 = −α̃x dx = η1

2,

η3
1 = ρ coshα̃ dy = −η1

3, η3
2 = dx − ρ sinhα̃ dy = η2

3,

whereρ = sinτ/ sinhl is a constant.
Use the same notation in the proof ofTheorem 2.2and suppose

e1 = coshψh1 + sinhψh2, e2 = sinhψh1 + coshψh2, (3.20)

wheree2 is the TBC direction andψ = −(α + α̃)/2. By a direct calculation, we have

ω1 = coshψ dx + sinh(ψ + α̃)dy, ω2 = sinhψ dx + cosh(ψ + α̃)dy,

ω2
1 = η2

1 − dψ, ω3
1 = ρ(− sinhψ dx + cosh(ψ + α̃)dy),

ω3
2 = ρ( coshψ dx − sinh(ψ + α̃)dy). (3.21)
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Using(2.19), the fundamental forms ofM∗ are

I ∗ = (ω∗1)2 − (ω∗2)2 = sinhl

sinτ
(ω3

2)
2 − (ω2)2 = dx2 + 2 sinhα dx dy − dy2,

II∗ = ω∗1ω∗3
1 + ω∗2ω∗3

2 = sinhl

sinτ
ω3

1ω
3
2 + sinhl

sinτ
ω1ω2 = 2ρ coshα dx dy.

By Lemma 3.7, we know (1) holds. Substituting(3.21)in (2.20), comparing the coefficients
of dx,dy in (2.20), we get the BT(3.19). Similarly one may proveTheorem 3.13. �

4. Loop group actions and BT between time-like surface and space-like surface

In the rest of the sections, we construct a local action of the group of rational maps from
S2 toGL(2, C)on the space of solutions of “−1-flow” of thesl(2, C)-hierarchy and−1-flow
associated toSU(1,1)/SO(1,1). We show that the actions of simple elements give local
BTs (Propositions 4.4 and 5.5). By suitable constraints, we describe the relations of loop
group actions and BTs between time-like surface or space-like surface inS3

1 (Theorems 4.5
and 5.6).

For the BT between space-like surfaces inS3
1, actually it is the BT of sine-Gordon

equation. The relation with loop group actions has been studied by Uhlenbeck and Terng
[16,17]. In this section we shall consider the relation of loop group actions and the BT
between time-like surface and space-like surface inS3

1.
For Eqs. (3.9) and (3.11), we introduce complex coordinates of(x, y) plane

η =
√
ρ2 − 1

2
(x + iy), η̄ =

√
ρ2 − 1

2
(x − iy). (4.1)

ThenEqs. (3.9) and (3.11)can be written as real sinh-Laplace equation and real sin-Laplace
equation

αηη̄ = sinhα, (4.2)

α̃ηη̄ = sinα̃. (4.3)

The BT(3.12)becomes

(α − iα̃)η = 2ζ̄ sinh
α + iα̃

2
, (α + iα̃)η̄ = 2ζ sinh

α − iα̃

2
.

whereζ = √
( cosl + i sinhτ)/( cosl − i sinhτ) ∈ S1.

Proposition 4.1. Supposeα is a solution of Eq.(4.2) and ζ ∈ S1. Then the following
first-order system is solvable forα̃

(α − iα̃)η = 2ζ̄ sinh
α + iα̃

2
, (α + iα̃)η̄ = 2ζ sinh

α − iα̃

2
. (4.4)

Moreoverα̃ is a solution of the sinh-Laplace equation(4.3).
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Definition 4.2. If α is a solution of sinh-Gordonequation (4.2), then given anyc0 ∈ R

there is a unique solutioñα for Eq. (4.4)such thatα̃(0,0) = c0 denoted byBζ,c0(α) = α̃

which is called the BT between real sinh-Laplace equation and real sin-Laplace equation.

Notice thatEqs. (4.2) and (4.3)can be obtained in the complex sinh-Laplace equation

φηη̄ = sinhφ. (4.5)

Its Lax pair is

Φ−1Φη̄ = aλ +




0
φη̄

2
φη̄

2
0


 = A(λ),

Φ−1Φη = 1

4

(
coshφ sinhφ

− sinhφ − coshφ

)
λ−1 = Q(λ), (4.6)

wherea = diag(1,−1).
In fact, whenφ is real andφ = α, α satisfiesEq. (4.2). Whenφ is purely imagi-

nary andφ = iα̃ (α̃ is real), α̃ satisfiesEq. (4.3). From the Lax pair, we note that the
complex sinh-Laplaceequation (4.5)can be regarded as a “−1-flow” equation in the
sl(2, C)-hierarchy defined byb = (a/4) ∈ sl(2)⊥a is

uη = [a, g−1bg], g−1gη̄ = u, lim
Reη→−∞

g(η, η̄) = I, (4.7)

where

u ∈ sl(2)⊥a =
{(

0 q

r 0

)
: q, r ∈ C

}
.

Note that the “−1-flow” in thesl(2, C)-hierarchy(4.7)leaves the submanifoldq = r invari-
ant and chooseq = r = φη/2, (4.7)is reduced to the complex sinh-Laplaceequation (4.5).
On this submanifold, the Lax pair satisfies the following reality condition:

τ−1A(−λ)τ = A(λ), τ−1Q(−λ)τ = Q(λ) (4.8)

where

τ =
(

0 1

1 0

)
.

In the following we construct a local action ofGCSHL− (defined later) on the space of solutions
of the complex sinh-Gordon equations.

Definition 4.3. Let GCSHL− denote the group of rational mapsg : S2 → GL(2, C) such
that (1)g is holomorphic atλ = ∞, and (2) there exists a rational functionh such thatgh
satisfies the reality condition(4.8).
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Givenv = (v1, v2)
t ∈ C2 andk ∈ C, we define a degree 1 rational map

gv,k(λ) = aλ − kaB(v)aB(v)−1

λ − k
, (4.9)

whereB(v) = (v, τ−1v) is non-singular. It is verified that(λ − k)gv,k(λ) satisfies the
reality condition(4.8). Sogv,k(λ) ∈ GCSHL− and we callgv,k(λ) a simple element ofGCSHL− .
Analogous with[17], one may obtain the following proposition.

Proposition 4.4. Letv = (v1, v2)
t ∈ C2 andk ∈ C. Letu(η, η̄) be a local solution of the

“−1-flow” Eq. (4.7)on the submanifoldq = r andΦ be the trivialization at(0,0), where
(η, η̄) ∈ O1. Letṽ(η, η̄) = Φ(η, η̄, k)−1(v) andB(v) = (v, τ−1v). If B(v) is non-singular,
then there exists an open subsetO ⊂ O1 such thatB(ṽ) is non-singular for all(η, η̄) ∈ O.
Moreover,

(1) ũ = aua−1 + [Ỹ , a]a−1 is a solution defined onO denoted bỹu = gv,k#u, where
Ỹ (η, η̄) = −kaB(ṽ)aB(ṽ)−1.

(2) Φ̃ = gv,k(λ)Φg
−1
ṽ,k
(λ) is the trivialization ofũ.

(3) Ỹ is a solution of

(Ỹ )η̄ = Ỹ u − (aua−1 + [Ỹ , a]a−1)Ỹ ,

(Ỹ )η = ag−1(u)bg(u) − Ỹ g−1(u)bg(u)Ỹ−1a, τ−1Ỹ τ = Ỹ . (4.10)

Proof. Note that(4.8)is also the reality condition for 2×2 KW-hierarchy. Hence analogous
with Theorem 13.8 in[17], we may showΦ̃ = gv,k(λ)Φg

−1
ṽ,k
(λ) is holomorphic for 0�=

λ ∈ C and the trivialization of̃u.
On the other hand, we know

aλ + ũ = Φ̃−1Φ̃η̄ = gṽ,kΦ
−1Φη̄g

−1
ṽ,k

− (gṽ,k)η̄g
−1
ṽ,k
,

andgṽ,k(λ) = (aλ + Ỹ )/(λ − k). Therefore

(aλ + ũ)(aλ + Ỹ ) = (aλ + Ỹ )(aλ + u) − Ỹη̄.

Comparing the coefficient ofλj for j = 0,1, and we have

ũ = aua−1 + [Ỹ , a]a−1, Ỹη̄ = Ỹ u − ũỸ .

Substitute the first equation into the second equation, and we get

(Ỹ )η̄ = Ỹ u − (aua−1 + [Ỹ , a]a−1)Ỹ .

Similarly we have

λ−1g−1(ũ)bg(ũ)(aλ + Ỹ ) = (aλ + Ỹ )λ−1g−1(u)bg(u) − Ỹη.

Comparing the coefficient ofλj for j = 0,−1, and we obtain(Ỹ )η = ag−1(u)bg(u) −
Ỹ g−1(u)bg(u)Ỹ−1a. �



D. Zuo et al. / Journal of Geometry and Physics 44 (2002) 279–298 293

Now we describe the connection between the BT as inDefinition 4.2and the action
of GCSHL− on the space of solutions of the complex sinh-Laplaceequation (4.5). Given
0 �= k ∈ C and choosẽv = ( cosh(f/2), sinh(f/2))t , and then

Ỹ = −k

(
coshf − sinhf

− sinhf coshf

)
.

So the first-order system(4.10)for Ỹ becomes

fη̄ = −φη̄ + 2k sinhf, fη = 1

2k
sinh(f + φ). (4.11)

Write

ũ = gv,k#u =




0
φ̃η̄

2

φ̃η̄

2
0.


 .

But ũ = aua−1 + [Ỹ , a]a−1, hence we havẽφ = 2f + φ. Then we get

(φ − φ̃)η = 1

k
sinh

φ + φ̃

2
, (φ + φ̃)η̄ = 4k sinh

φ − φ̃

2
.

Note that if φ = α is real, and taking Ref = −φ/2, then φ̃ = 2iImf is purely
imaginary, we denotẽφ = iα̃. Soα̃ satisfies (4.4) which is the BT of (3.12). Hence we have
the following:

Theorem 4.5. Letα is be solution of Eq.(4.2)andc0 > 0. Set

u =


 0

αη̄

2
αη̄

2
0


 , f0 = 1

2(ic0 − α(0,0)).

and ṽ = ( cosh(f0/2), sinh(f0/2))t . Then

gv,ζ/2#u =




0
iα̃η̄
2

iα̃η̄
2

0


 ,

whereα̃ = Bζ,c0(α) andζ ∈ S1.

5. Loop group actions and BT between time-like surfaces

In this section we investigate the relation of loop group actions and BT between time-like
surfaces with real principal curvatures. InSection 3we have obtained that the Gauss equation
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of time-like surface withK = 1 + ρ2 is

αxx − αyy = −(ρ2 + 1) sinhα, (5.1)

where(x, y) are Tchebyshev coordinates.
Note that if one makes a parameter transformation

x = 1√
1 + ρ2

(t − s), y = 1√
1 + ρ2

(t + s), (5.2)

where(s, t) are called asymptotic coordinates. ThenEq. (5.1)becomes sinh-Gordon equa-
tion:

αst = sinhα. (5.3)

Hence the BT between time-like surfaces is the BT ofEq. (5.3). A direct calculation
shows that system(3.16)(or (3.17)) becomes

(α − α̃)s = 4ζ sinh
α + α̃

2
, (α + α̃)t = 1

ζ
sinh

α − α̃

2
,

where

ζ = 1

2

√
coshτ + cosl

coshτ − cosl

(
or

1

2

√
coshl + cosτ

coshl − cosτ

)
.

So we have the following:

Proposition 5.1. Supposeα is a solution of Eq.(5.3)andζ �= 0 is a real number. Then the
following first-order system is solvable forα̃

(α − α̃)s = 4ζ sinh
α + α̃

2
, (α + α̃)t = 1

ζ
sinh

α − α̃

2
. (5.4)

Moreover, α̃ is a solution of Eq.(5.3).

Definition 5.2. If α is a solution of sinh-Gordonequation (5.3), then given anyc0 ∈ R

there is a unique solutioñα for Eq. (5.4)such thatα̃(0,0) = c0 denoted byBζ,c0(α) = α̃

which is called the BT for sinh-Gordon equation.

For sinh-Gordonequation (5.3), its Lax pair is

Φ−1Φs = aλ +


 0

αs

2
αs

2
0


 , Φ−1Φt = i

4

(
coshα sinhα

− sinhα − coshα

)
λ−1 (5.5)

wherea = diag(i,−i). From Lax pair, we find the sinh-Gordonequation (5.3)could be
derived from the−1-flow associated to the Lorentzian symmetric spaceSU(1,1)/SO(1,1).
The−1-flow equation[14,15]associated toSU(1,1)/SO(1,1) defined byb = −a/4 is

ut = [a, g−1bg], g−1gs = u, lim
s→−∞g(s, t) = I, (5.6)
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whereg : R2 → SO(1,1),

u ∈ su(1,1)⊥a,σ1
=
{(

0 v

v 0

)
: v ∈ R

}
.

Then the−1-flow equation (5.6)for

u =


 0

αs

2
αs

2
0




is the sinh-Gordonequation (5.3). In the following, we also construct a simple element
action ofGm,σ

− on the space of solutions of the sinh-Gordonequation (5.3).

Definition 5.3. LetO∞ denote a neighbourhood of∞ in S2. Gm,σ
− denotes the group of

rational mapg : O∞∩C → GL(2, C) such that (1)g is a holomorphic map andg(∞) = I ;
(2)g satisfies theSU(1,1) reality condition:g(λ̄)∗Jg(λ) = J ; (3)σ(g(−λ)) = g(λ), where
σ is an involutionσ onSU(1,1) denoted byσ(g) = J (gt )−1J−1, J = diag(1,−1).

Let z ∈ C andπ beJ -projection ofC2 onto a complex linear space, i.e.,π∗J = π , where
π∗J = J−1π∗J . Set

gz,π = π + λ − z

λ − z̄
(I − π). (5.7)

It is easy to check thatI − π is aJ -projection andgz,π (λ̄)∗Jgz,π (λ) = J . Hence we have

Proposition 5.4. gz,π ∈ G
m,σ
− if and only ifz = −z̄ andπ̄ = π .

Proof. gz,π ∈ G
m,σ
− ⇔ σ(gz,π (−λ)) = gz,π (λ)

⇔ J (gtz,π (−λ))−1J−1 = Jgz,π (λ̄)∗J−1, usingSU(1,1) reality condition

⇔ gz,π (−λ) = gz,π (λ̄) ⇔ z = −z̄, π̄ = π . �

Analogous withProposition 4.4, we could obtain the following proposition.

Proposition 5.5. Let u : O∞ → su(1,1)⊥a,σ∗ be a local solution of the−1-flow equation
(5.6), Φ the trivialization andgz,π a simple element inGm,σ

− . V1 andV2 denote the image
of J-projectionsπ andI − π , respectively. Then there exists an open subsetO ⊂ O∞ such
that Ṽ1(x, t) ∩ Ṽ2(x, t) = 0 for (x, t) ∈ O. Moreover, letπ̃(x, t) denote the J-projection
ontoṼ1(x, t) with respect toC2 = Ṽ1(x, t) ⊕ Ṽ2(x, t). Then

(1) ũ : O → su(1,1)⊥a,σ defined byũ = u + (z − z̄)[π̃ , a] is a solution of the−1-flow
equation(5.6)denoted bỹu = gz,π#u,

(2) Φ̃ = gz,π (λ)Φg
−1
z,π̃

(λ) is the trivialization ofũ,
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(3) π̃ is a solution of

(π̃)s = [π̃ ,az+ u] + (z − z̄)[π̃ , a]π̃ ,

(π̃)t = 1

|z|2 ((z − z̄)π̃g−1(u)bg(u)π̃ − zg−1(u)bg(u)π̃ + z̄π̃g(u)−1bg(u)),

π̃∗J = π̃ , π̃2 = π̃ , π̃(0,0) = π. (5.8)

Now we relate the BT as inDefinition 5.2 and the action ofGm,σ
− on the space of

solutions of the sinh-Gordonequation (5.3). Given 0 �= ζ ∈ R andπ̃∗J = J π̃ = π̃ t J ,
then byProposition 5.4, giζ,π̃ ∈ G

m,σ
− and is called a simple element ofGm,σ

− . Henceπ̃ is
aJ -projection ofC2 onto( cosh(f/2), sinh(f/2)) for some functionf (s, t), i.e.

π̃ =




cosh2f

2
− cosh

f

2
sinh

f

2

cosh
f

2
sinh

f

2
− sinh2f

2


 . (5.9)

So the first-order system(5.8) for π̃ becomes

fs = −αs + 2ζ sinhf, ft = 1

2ζ
sinh(f + α). (5.10)

Set

ũ = giζ,π̃#u




0
α̃s

2
α̃s

2
0


 .

By Proposition 5.5, ũ = u + 2iζ [π̃ , a]. Hence we havẽα = −2f − α. Then we get

(α − α̃)s = 4ζ sinh
α + α̃

2
, (α + α̃)t = 1

ζ
sinh

α − α̃

2
,

which is the BT for the sinh-Gordonequation (5.3). So we have the following:

Theorem 5.6. Letα is a solution of the sinh-Gordon equation(5.3)andc0 > 0. Set

u =


 0

αs

2
αs

2
0


 , f0 = 1

2(α(0,0) + c0).

and π is the J-projection onto the complex linear subspace spanned by( cosh(f0/2),
sinh(f0/2)). Then

giζ,π#u =




0
α̃s

2
α̃s

2
0


 ,

whereα̃ = Bζ,c0(α) and0 �= ζ ∈ R.
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Remark 5.7. For solving the equations for BTs, the Darboux transformation method has
been used to obtain the explicit formulas of possible solutions[13,18,20]. Loop group action
method is also an effective method. But we need Bianchi permutability formulas, similar
to [17], which could be derived by factoring quadratic elements in the rational loop group
GCSHL− (G

m,σ
− ) in two ways as a product of two simple elements.

6. Bäcklund theorems inH 3
1

In this section, we shall generalize the classical Bäcklund theorem inH 3
1 .

Let R2,2 denote the four-dimensional Lorentz space endowed with linear coordinates
(X0, X1, X2, X3) and the scalar product〈, 〉 given by−X2

0 − X2
1 + X2

2 + X2
3. The three-

dimensional anti-de Sitter spaceH 3
1 of constant sectional curvature−1 is defined as the

following hyper-quadric inR2,2

H 3
1 = {X ∈ R2,2|〈X,X〉 = −1}.

In H 3
1 we may also introduce the corresponding four kinds of BCs denoted byLj (1 ≤

j ≤ 4),whereL1, L2 andL3 are SBCs andL4 is a TBC. In the following, all calculations
are parallel to the above sections.

Theorem 6.1. Let M andM∗ be two immersed surfaces inH 3
1 . LetLj : M → M∗ (1 ≤

j ≤ 4) in H 3
1 be one of the above BCs as inDefinition 2.1. Then M andM∗ have the same

constant Gaussian curvature K, where in(1)K = −1− ( cosh2τ/ sinh2l) andc = sinhτ ;
(2) K = −1 + ( sinh2τ/ sinh2l) andc = − coshτ ; (3) K = −1 + ( sinh2τ/ sinh2l) and
c = coshτ ; and(4)K = −1 + ( sin2τ/ sin2l) andc = cosτ .

Theorem 6.2. Suppose M is an immersed time-like surface withK=−1−( cosh2τ/ sinh2l)

in H 3
1 . Given any unit space-like vectorv0 ∈ Tp0M, p0 ∈ M, which is not a principal

direction. Then there exist a unique space-like surfaceM∗ with K and the above SBCL1 such
thatL1(p0) = coshlp0+ sinhlv0, where the BT isω2 coshl+ω2

1 sinhl = ω3
1 sinhl tanhτ .

Theorem 6.3. Suppose M is an immersed space-like(or time-like) surface withK =
−1+( sinh2τ/ sinh2l) inH 3

1 . Given any unit space-like vectorv0 ∈ Tp0M,p0 ∈ M, which
is not a principal direction. Then there exist a unique space-like(or time-like) surfaceM∗
with K and the above SBCL2 (or L3) such thatL2(p0) (or L3(p0)) = coshlp0 + sinhlv0,
where the BT isω2 coshl + ω2

1 sinhl = ω3
1 sinhl cothτ .

Theorem 6.4. Suppose M is an immersed time-like surface withK = −1+ ( sin2τ/ sin2l)

in H 3
1 . Given any unit time-like vectorv0 ∈ Tp0M, p0 ∈ M, which is not a principal

direction. Then there exist a unique time-like surfaceM∗ with K and the above TBCL4
such thatL4(p0) = coslp0 + sin lv0, where the BT isω1 cosl + ω1

2 sinl = ω3
2 sinl cotτ .

Remark 6.5. In H 3
1 , we also set up the Tchebyshev coordinates and discuss the explicit

forms of BTs. For time-like surface withK = −1+ρ2 and imaginary principal curvatures,
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the Gauss equation isαxx − αyy = (1 − ρ2) sinhα. Especially when time-like surface is
flat, i.e.,K = 0, it is a wave equation.
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